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“Attention is All You Need”

I Transformer is one special but one of the most important
architectures of deep learning.

I People come to know it widely because of the following paper:
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature.

1 Introduction

Recurrent neural networks, long short-term memory [12] and gated recurrent [7] neural networks
in particular, have been firmly established as state of the art approaches in sequence modeling and
transduction problems such as language modeling and machine translation [29, 2, 5]. Numerous
efforts have since continued to push the boundaries of recurrent language models and encoder-decoder
architectures [31, 21, 13].

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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Transformer is The Foundation of Language Models

“The transformer, today’s dominant AI architecture, ...has gone on to
revolutionize the field of AI over the past half-decade ...”
— Rob Toews, Contributor. Sep. 3, 2023. Forbes Magazine.

I Contemporary big AI models (large language models) mostly use
transformer architecture.
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Attention
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Attention in Transformer

I Transformer is inherently designed for natural language processing,
but now is also used for vision tasks.

I The key ingredient of a transformer is attention, which captures the
semantic structure of a sentence.

Before introducing the mechanism of attention, we first introduce some
basic notions of transformer.
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Basic Notions

I The input data to a transformer {xi}ni=1 with each xi ∈ Rd are called
tokens.

Examples:

I For a sentence like

It is raining.

A token can be a word in this sentence such as “It”. It is transferred
to a vector {xi}ni=1 by embedding.

I n is called sequence length / context window, i.e., number of tokens
in the sentence. d is embedding dimension.

One can regard xi as the usual training data point. We call it token
instead of training data. Consequently, xij is the j-th feature of token xi.

In transformers, the data matrix X is constructed in a row-wise manner:

X =
[
x1, . . . ,xn

]> ∈ Rn×d.

Basically, you can regard X as one sentence or one paragraph.
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Attention: A Linear Combination

Core idea of attention: Transferring the set of input tokens {x1, . . . ,xn}
to the transformed tokens {y1, . . . ,yn}, so that {yi} contains richer
semantic structure.

To perform such a transform, we impose that yi should not only depend
on xi but the whole set of input tokens {xi} through a linear relationship:

yi =

n∑
j=1

aijxj .

Here, {aij} are called attention coefficients. We often impose a simplex
structure to {aij}, i.e.,

aij ≥ 0 (∀i, j),
n∑

j=1

aij = 1 (∀i).

 yi is calculated by all {xj}, and their importance is based on aij .
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Why Attention?

I It is easy to see that attention is to mix all the token information
{x1, . . . ,xn} to generate yi.

I This is because one word is not fully meaningful in a sentence. We
often need to understand the whole semantic meaning, and then
understand the meaning of a word (token).

Let us consider the following two sentences

I swam across the river to get to the other bank.
I walked across the road to get cash from the bank.

Suppose the the word “bank” is a token.

I It is the same word “bank” in both two sentences. Do they have the
same meaning? Obviously not.

I We need to put the word in the context of the whole sentence, i.e.,
other words (tokens) also contribute to “bank”.
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Why Attention?

Hence, attention is to represent the relationship between tokens.

I swam across the river to get to the other bank

I swam across the river to get to the other bank

Observations:

I All tokens are related to each other.

I Some tokens are more important to interpret “bank”.

 Justifies why we need attention mechanism to mix the info of all tokens.
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Self-Attention
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Self-Attention
However, it is nontrivial to calculate the attention coefficients aij .

I Since we need to understand the relationship between different tokens.

I We also want to determine the importance of the pairwise
relationship. Stronger relation should have more similarity.

This motivates us to compute the similarity using inner product x>i xj .
Then, the attention coefficients can be constructed using softmax:

aij =
exp(x>i xj)∑n

j′=1 exp(x
>
i xj′)

.

Such a computed {aij} will satisfy aij ≥ 0 (∀i, j), ∑n
j=1 aij = 1 (∀i).

I If for token xi, we have aij > aij′ for all other j′ 6= j, it means xj is
the most important token in the sentence in terms of interpreting
token xi.

I This way of determining attention coefficient using tokens themselves
is called self-attention.
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Self-Attention in Matrix Notation

If we stack the output vectors {y1, . . . ,yn} to be a output matrix Y as

Y = [y1, . . . ,yn]
>.

Then, we can have the following matrix form of self-attention

Y = softmax(XX>)X.

I Here, softmax(L) is first take exponential to all entries of L.

I Then, it normalized each row sum to one.

Namely,
[softmax(XX>)]ij = aij .
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Trainable Self-Attention
I The attention mechanism is insightful for capturing semantic

information. However, the derived self-attention is fixed and has no
trainable parameters.

We have three data matrix X in the self-attention formula. Indeed, we
can manually add trainable parameters to each data matrix as

Q = XW (q), K = XW (k), V = XW (v).

Here, W (q) ∈ Rd×dq ,W (k) ∈ Rd×dk ,W (v) ∈ Rd×dv are the trainable
network parameters.

In this way, the self-attention is generalized to

Y = softmax(QK>)V .

In transformer, Q is called query, K is called key, and V is called value.
Note that dq = dk must be ensured. One typical choice is

dq = dk = dv = d.
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Scaled Self-Attention
We often re-scale the attention so that gradients of the network will be
more stable, giving

Y = attention(Q,K,V ) = softmax

(
QK>√

dk

)
V .

Illustration of self-attention:

X

W(k)W(q) W(v)

KQ V

mat mul

scale

softmax

mat mul

Y
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Multi-head Attention
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Multi-head Attention

I There might be different patterns of attention. Some patterns may be
related to tense, some may be related to vocabulary, etc.

I If we just use one attention, it may learn an averaged information of
these multiple patterns.

I Thus, we need multiple attention heads to learn these multiple
patterns. Each attention head has its own query, key, value trainable
parameters.  multi-head attention.

Suppose we have H heads defined as

Hh = attention(Qh,Kh,V h), h = 1, . . . ,H.

With
Qh = XW

(q)
h , K = XW

(k)
h , V = XW

(v)
h .

If each W
(v)
h has dimension d× dv, then each Hh has dimension n× dv.
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Multi-head Attention

Then, we can introduce a mixing trainable matrix W (o) to mix all the
information as

Y (X) = [H1, . . . ,HH ]W (o).

The dimension of the multi-head attention process is illustrated as

N ⇥ HDv

H1 H2
... HH ⇥ W(o)

HDv ⇥ D

= Y

N ⇥ Dn ⇥ Hdv

<latexit sha1_base64="IUlQyN7j7xdz7suxTWF2Fi5SMPU=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoPgKexKRI9BLzlGMA9IljA7mU2GzM6uM72BsOQ7vHhQxKsf482/cfI4aGJBQ1HVTXdXkEhh0HW/ndzG5tb2Tn63sLd/cHhUPD5pmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpG9zO/NebaiFg94iThfkQHSoSCUbSSr0gXRcQNqfV7416x5JbdOcg68ZakBEvUe8Wvbj9macQVMkmN6Xhugn5GNQom+bTQTQ1PKBvRAe9Yqqjd5Gfzo6fkwip9EsbalkIyV39PZDQyZhIFtjOiODSr3kz8z+ukGN76mVBJilyxxaIwlQRjMkuA9IXmDOXEEsq0sLcSNqSaMrQ5FWwI3urL66R5VfYq5euHSql6t4wjD2dwDpfgwQ1UoQZ1aACDJ3iGV3hzxs6L8+58LFpzznLmFP7A+fwBIHORsQ==</latexit>

Hdv ⇥ d
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n ⇥ d
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Since we want each head to have even dimension distribution over each
head, we typically choose

Hdv = d.
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Illustration of Multi-head Attention

X

self-attentionself-attention ... self-attention

concat

linear

Y
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Attention Masks
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Attention Masks: Motivation

In attention, every token could attend to every other token. However:

I Some positions are invalid (e.g., padding) and must not influence the
result.

I Autoregressive decoding must be causal (no information leakage from
the future).

Examples:

I Padding different length sequences to the same length:

I swam across the river to get to the other bank .

It is raining . pad pad pad pad pad pad pad pad

The padding tokens is not the real signal.

I The second case is causality. Self-attention at position t can attend
to the future tokens x>t as we will input the whole sequence. Then,
It will minimize loss by copying signals from the future rather than
learning real conditional structure.

 Attention masks.
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Definition of Attention Mask

Masked attention: Introduce a matrix M and re-write attention as

attention(Q,K,V ;M) = softmax

(
QK>√

dk
+M

)
V ,

where

M ij =

{
0, allowed

−∞, blocked

I An attention mask M ∈ Rn×n encodes hard visibility constraints. It
is not learned; it is constructed from sequence structure (padding,
causality, etc).

I 0 entry means allowed, i.e., allowing i-th token attending to j-th
token.

I −∞ simply ensures exp(−∞) = 0 in softmax, i.e., no attention of i
to j.
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Example: Padding Mask
Scenario: Variable-length sequences are batched by padding shorter
sequences with a PAD token.

I Define a boolean padding indicator vector p ∈ {0, 1}n:

pj =

{
1, position j is padding

0, otherwise

I Construct Mpad ∈ Rn×n:

Mpad
ij =

{
−∞, pj = 1

0, pj = 0
⇐⇒ Mpad = 1p> · (−∞),

where 1 ∈ Rn is an all-ones vector and 0 · −∞ = 0.

I Apply:

Y = softmax

(
QK>√

dk
+Mpad

)
V .

This prevents attention to padded keys/values from any query
position i.
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Example: Causal Mask

Scenario: Maintain causality, token i must not attend to future token
j > i.

I Define a lower-triangular causal mask M causal ∈ Rn×n:

M causal
ij =

{
0, j ≤ i

−∞, j > i

I Apply (combine with padding mask):

Y = softmax

(
QK>√

dk
+M causal +Mpad

)
V .

Then, all bad attentions will be blocked.
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Complexity
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Complexity of Attention

Consider the just mentioned masked attention.

I Score matrix: S = QK> ∈ Rn×n with cost O(n2d).

I Masking + softmax on S: Store and softmax n× n scores with cost
O(n2) (softmax) and memory O(n2) (score matrix and mask).

I Weighted sum: Y = softmax(S)V with cost O(n2d).

Observations:

I Overall, computation and memory are both quadratic in sequence
length n.

I Attention is not in linear complexity. One of the major drawback of
Transformers.

 Next lecture: Transformer architecture using attention mechanism.
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